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Abstract

According to deontological approaches to justi�cation, we can analyze justi�cation in de-
ontic terms. In this paper, I try to advance the discussion of deontological approaches by
applying recent insights in the semantics of deontic modals. Speci�cally, I use the distinction
between weak necessity modals (should, ought to) and strong necessity modals (must, have to)
to make progress on a question that has received surprisingly little discussion in the literature,
namely: ‘What’s the best version of a deontological approach?’

The two most obvious hypotheses are the Permissive View, according to which justi�ed
expresses permission, and the Obligatory View, according to which justi�ed expresses some
species of obligation. I raise di�culties for both of these hypotheses. In light of these dif-
�culties, I propose a new position, according to which justi�ed expresses a property I call
faultlessness, de�ned as the dual of weak necessity modals. According to this view, an agent
is justi�ed in φ-ing i� it’s not the case that she should [/ought] not φ. I argue that this “Fault-
lessness View” gives us precisely what’s needed to avoid the problems facing the Permissive
and Obligatory Views.

1 Introduction

One way to make moral and epistemic evaluations is to use justi�cation talk. For example:

(1) Given the refugee crisis, the UN is justi�ed in intervening. moral

(2) Poirot is justi�ed in believing the butler did it.1 epistemic

Another way is to use deontic notions (that is, notions relating to permission and obligation). For
example:

(3) Given the refugee crisis, the UN
{ should

may
must

}
intervene. moral

1I’ll be assuming that constructions such as (1) and (2) ascribe ex ante justi�cation. That is, the most natural reading
of (1) is one on which it’s true as long as the UN has su�ciently strong reasons for intervening; the UN need not actually
intervene. Likewise, the most natural reading of (2) is one on which it’s true as long as Poirot stands in a su�ciently
strong epistemic position towards the proposition that the butler did it; Poirot need not actually believe this proposition.
(In §7, I brie�y discuss ascriptions of ex post justi�cation.) I’ll also be assuming that the ex ante justi�cation in question
is ultima facie rather than prima facie: on its most natural reading, (2) is false if Poirot has some evidence that the butler
did it, but this is trumped by countervailing evidence that the maid did it.
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justification as faultlessness

(4) Given the evidence, Poirot
{ should

may
must

}
believe the butler did it. epistemic

According to what are sometimes called deontological approaches to justi�cation, the �rst type of
evaluation can be reduced to the second: we can understand justi�cation in deontic terms.2

What sort of reduction is at issue? Proponents of deontological approaches aren’t always clear
on this point. But one natural option is to view the reduction as a semantic analysis. According to
this way of understanding a deontological approach, the meaning of (1) is given by some version
of (3), and the meaning of (2) is given by some version of (4).3 In this paper, I explore the options
for developing a deontological approach to justi�cation, thus construed.

A deontological approach to justi�cation has a number of attractive features. First, it seems
that the two types of evaluations—justi�catory and deontic—are closely connected. A deontolog-
ical approach o�ers to explain these connections. Second, a deontological approach promises a
uni�ed analysis of moral and epistemic justi�cation: moral justi�cation ascriptions are analyzed
in terms of moral uses of deontic expressions, and epistemic justi�cation ascriptions are analyzed
in terms of epistemic uses of deontic expressions. To mention one �nal attraction, a deontologi-
cal approach has the potential to explain why justi�cation ascriptions are normative. According
to a deontological approach, justi�cation ascriptions are normative because they are deontic, and
deontic notions are normative notions par excellence.

Thus far, most of the literature on deontological approaches to justi�cation has focused on the
question of whether any form of a deontological approach to justi�cation is in principle viable.4
In this paper, I’ll assume that some form of a deontological approach to justi�cation is viable, or
at least worth taking seriously. I’ll tackle a question that has received surprisingly little attention
in the literature, namely:

What’s the best version of a deontological approach to justi�cation? If justi�ed is a deontic
notion, what sort of deontic notion is it?

This question is worth taking seriously for at least two reasons. Most obviously, it would be
nice to have a precise analysis of justi�cation. To simply be told that justi�cation is analyzable
in deontic terms isn’t enough—we’d like to know exactly how the analysis goes. In addition, an-
swering this question may shed light on the logic of justi�cation. Once we know how justi�cation
reduces to deontic notions, we can use our understanding of deontic logic to illuminate inference
patterns involving justi�cation. Perhaps, once this illumination is provided, we’ll be able to resolve
certain long-standing paradoxes involving justi�cation (for instance, the Lottery Paradox).5

2By now there’s a large literature on deontological approaches to justi�cation. See e.g. Alston (1988); Plantinga
(1993): chp.1; the papers in Steup (2001); Littlejohn (2012): chp.1.

3Alston (1988) and Steup (2012) are both clear that they understand deontological approaches in this way.
4Most of the epistemology literature on deontological approaches focuses on Alston’s (1988) objection, according

to which deontological approaches to justi�cation entail an implausible form of doxastic voluntarism. For responses to
Alston, see Kim (1994); Chuard and Southwood (2009); Nottelman (2013).

5One sometimes encounters the view that justi�ed is a technical notion, not a term in ordinary discourse. Presumably
proponents of this view will think the project of trying to determine the correct semantics for justi�ed is misguided.
However, it seems to me that this view can’t be right. First, epistemologists regularly appeal to pre-theoretic intuitions
about justi�cation to support or refute particular views—a practice that would be hard to explain if we had no pre-
theoretic concept of justi�cation. Second, the term justi�ed is used fairly frequently ‘in the wild’, as evidenced by the
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My purpose in this paper is to some extent exploratory: I aim to lay out the space of possible
positions in a way that’s informed by recent work on the semantics of deontic expressions. At the
same time, I do have an agenda: I want to make a case for a view that has been unduly neglected.
According to the view I defend, justi�ed expresses a deontic status I call ‘faultlessness’, which is
de�ned as the dual of weak necessity modals. On this view, to say S is morally justi�ed in adopting
some course of action φ is to say that it’s not the case that S (morally) should [/ought] not φ. And to
say that S is epistemically justi�ed in believing p is to say that it’s not the case that S epistemically
should [/ought] not believe p. Unpacking this view will take some work.

2 The Space of Options

I start by presenting a taxonomy of deontic expressions (§2.1). I then use this taxonomy to map
out the options for a deontological approach to justi�cation (§2.2).

2.1 A Taxonomy of Deontic Expressions

It’s common to distinguish between between expressions of permission and expressions of obli-
gation:

Expressions of Permission
Permitted, Allowed, May, Can

Expressions of Obligation
Should, Ought to, Must, Have to, Need to

Within expressions of obligation, semanticists and philosophers of language typically distinguish
between weak necessity modals (should, ought to) and strong necessity modals (must, have to, need
to).6 As their name suggests, weak necessity modals are weaker than strong necessity modals: (5)
entails (6), but not vice versa.

(5) Must [/Has to] φ.
(6) Should [/Ought to] φ.

As evidence for this, consider:

(7) Johnny should do the dishes, but he doesn’t have to.
(8) # Johnny must do the dishes, but he doesn’t have to.

fact that it occurs 5,613 times in the Corpus of Contemporary American English. (For comparison, heroic occurs only
4,230 times, and appalling occurs only 1,659 times.) While the majority of these occurrences are broadly moral/practical
in nature, at least some are clearly epistemic. Some examples:

• “It follows that a professional school counselor is not justi�ed in believing that the student is incapable of taking
proactive action...” — Empowerment Theory for the Professional School Counselor

• “Republicans are taking over the House of Representatives with a justi�ed belief that the American people have
given them a mandate...” —The Democrats and Health Care.

6See Sloman (1970); Horn (1972, 1989); Harman (1993); McNamara (1996); von Fintel and Iatridou (2005, 2008);
Copley (2006); Portner (2009); Lassiter (2011); Chrisman (2012); Silk (2012), among others.
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(7) is perfectly felicitous, whereas (8) is a contradiction.
For further evidence, consider:

(9) ?? Johnny ought to do the dishes; in fact, he should do the dishes.
(10) Johnny ought to do the dishes; in fact, he must do the dishes.

(9) is infelicitous, unlike (10). A natural explanation of the infelicity of (9) is that it’s infelicitous to
reinforce a sentence α with a sentence β that is obviously entailed by α.7 If must were equivalent
to should, we’d expect (10) to be similarly infelicitous.8

How should we understand the di�erence between weak and strong necessity modals? This
is controversial, but here’s a natural picture, inspired by Sloman (1970) and developed recently
by von Fintel and Iatridou (2005, 2008). Let us start with the standard view that deontic modals
quantify over a contextually-determined set of worlds (called the modal base), which are ranked
by some normative standard or ideal N (Kratzer 1981, 1991, 2012).9 Weak necessity modals are
universal quanti�ers over the optimal worlds in the modal base: ‘Should [/Ought to] φ’ is true if
and only if all of the very best worlds in the modal base are φ-worlds (where what counts as the
‘very best’ is determined by N ). Strong necessity modals are also universal quantifers; however,
they have a slightly di�erent domain. Strong necessity modals quantify over all of the acceptable
worlds in the modal base, where a world is acceptable as long as it’s good enough (from the point of
view ofN ). That is, ‘Must [/Has to] φ’ is true if and only if every acceptable world in the modal base
is a φ-world. Call this way of understanding the distinction between weak and strong necessity
modals, ‘The Optimality Interpretation.’

φ

¬φ

Must φ = true

φ

¬φ

Should φ = true

accessible worlds

acceptable worlds

optimal worlds

Key

Figure 1: The Optimality Interpretation

While the Optimality Interpretation is by no means undisputed, it has considerable appeal.
First, it enables us to predict the entailment relations between strong and weak necessity modals.
After all, the optimal worlds will always be a subset of the acceptable worlds, but not vice versa:

7See Sadock (1978); Stanley (2008); Littlejohn (2011).
8There is an interesting research program exploring whether the di�erence between weak and strong necessity

modals is cross-linguistically robust. See von Fintel and Iatridou (2008) for the view that a number of languages express
weak necessity by augmenting a strong necessity modal with counterfactual morphology (e.g., French Il devrait faire la
vaisselle (weak) vs. Il doit faire la vaisselle (strong)).

9For the purposes of this paper, I’ll avoid taking a stand on how we should conceive of these normative standards or
ideals. However they’re understood, I assume they not only serve to distinguish between di�erent ‘�avors’ of deontic
modality (e.g. moral obligations vs. epistemic obligations), but that they can also—at least in principle—distinguish
between di�erent norms of the same �avor (e.g., distinguishing between di�erent moral duties, or di�erent epistemic
norms). They thus correspond to Kratzer’s notion of an ordering source.
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a world can be acceptable without being optimal. This gives us the desired predictions: whenever
‘Must φ’ is true, ‘Should φ’ will also be true, but the latter can be true even if the former is false.

Second, the Optimality Interpretation provides a natural gloss on discourses like the following:

(11) (uttered by an ethicist:) You must give at least 5% of your income to charity. But you really
should give upwards of 10%.

According to the Optimality Interpretation, the �rst sentence in (11) asserts that in all of the ac-
ceptable worlds, you give at least 5% of your income to charity: giving less is unacceptable. The
second sentence in (11) asserts that in all of the very best worlds, you give more than 10% of your
income to charity. By implicature, in all of the acceptable-but-suboptimal worlds, you give away
between 5 and 10% of your income.10

How do expressions of permission �t in? It’s commonly thought that expressions of permission
are the duals of strong necessity modals:

Permission–Strong Necessity Duality:
Permitted φ i� ¬(Must ¬φ).

Permission–Strong Necessity Duality is orthodoxy for good reason. It explains, for instance, why
unlike (11), (12) is contradictory:

(12) # You must give at least 5% of your income to charity. But you may [/are permitted to] give
less than that.

The natural way of capturing Permission-Strong Necessity Duality within the Optimality In-
terpretation is to take expressions of permission to be existential quanti�ers over the acceptable
worlds in the modal base. On this view, ‘You may give less than 5% of your income to charity’ is
true i� there’s at least one acceptable world (according to the relevant normative standard) where
the addressee gives less than 5% of her income to charity.

The tripartite division between expressions of permission, weak necessity modals, and strong
necessity modals exhausts the usual taxonomy of deontic expressions. However, re�ection on
the distinction between strong and weak necessity modals, together with Permission–Strong Ne-
cessity Duality, suggests another possibility: certain expressions are to weak necessity modals as
expressions of permissions are to strong necessity modals.

To elaborate this possibility, let us introduce a faultlessness operator de�ned as the dual of
weak necessity modals:

Faultlessness–Weak Necessity Duality:
Faultless φ i� ¬(Should [/Ought] ¬φ)

10Arguably, the Optimality Interpretation also o�ers a way of understanding supererogation. According to one way
of thinking about supererogation, an agent A’s action ψ is supererogatory i� A should ψ, but A doesn’t have to ψ. Ac-
cording to the Optimality Interpretation, this amounts to saying that all of the very best worlds are worlds where A ψ’s,
but there are acceptable worlds where A doesn’t ψ. While this nicely captures one facet of the notion of supererogation
(in particular, the idea that supererogatory actions are ‘above the call of duty’), it doesn’t appear to capture what all
authors mean by the notion. At least some authors tie supererogation to notions of praiseworthiness and blamelessness.
As we’ll see shortly, these notions don’t neatly map onto the notion of optimality.
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Given the Optimality Interpretation, it’s natural to understand expressions of faultlessness as ex-
istential quanti�ers over the very best worlds: φ is faultless i� φ obtains in at least one of the
optimal worlds.

φ

¬φ

Permitted φ = true

φ

¬φ

Faultless φ = true

acceptable worlds

accessible worlds

optimal worlds

Key

Figure 2: Permission vs. Faultlessness.

Since faultlessness is an unfamiliar concept, an example may help. Suppose our modal base
contains just three worlds:

w1 - You give 15% of your income to GiveDirectly
w2 - You give 15% of your income to Against Malaria Foundation
w3 - You give 7% of your income to GiveDirectly

Suppose that GiveDirectly and Against Malaria Foundation (AMF) are on a par: giving to one
is no better than giving to the other. Then—at least from the point of view of our hypothetical
ethicist—giving 15% of your income to GiveDirectly is faultless, since this obtains in at least one
of the optimal worlds (w1). And giving 15% of your income to AMF is also faultless, since it also
obtains in one of the optimal worlds (w2). By contrast, giving 7% of your income to GiveDirectly is
permissible but not faultless: it only obtains in w3, which is acceptable but not optimal.11

Faultlessness shouldn’t be con�ated with hypological notions, such as blamelessness.12 Sup-
pose the speed limit is 45 mph. Suppose that Shelly is driving 50 mph, but that she has a rea-
sonable false belief that she’s doing 40 (perhaps because her speedometer has unforeseeably mal-
functioned). In this case, she’s doing something that she ought not do (relative to the normative
standard provided by the speed limit), hence her action is not faultless in our sense. But presum-
ably her action is blameless.13

There is an interesting question whether any expressions in natural language convey fault-
lessness. In other words, do any expressions belong in the lower-left box in Figure 3?

As far as I know, no one has investigated this possibility.14 However, I think it would be surpris-
ing if there were no such expressions. After all, the distinction between the (merely) permissible

11This example also illustrates how faultlessness comes apart from weak necessity. ‘You should [/ought to] give 15%
of your income to GiveDirectly’ is false, since there’s an optimal world where you don’t give 15% of your income to
GiveDirectly (w2).

12I borrow the term ‘hypological’ from Zimmerman (2002), who uses it refer to notions relating to responsibility.
13In general, a distinction between faultlessness and blamelessness will arise whenever it’s possible to have reasonable

false beliefs about whether one is doing what one should do.
14Kratzer claims that weak necessity modals in English and German lack duals (2013: 184), but o�ers no evidence for

this claim. (Perhaps her evidence is the absence of any obvious candidates.)
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Expressions of Permission

May, Permitted, Allowed

Strong Necessity Modals

Must, Have to, Need to

Weak Necessity Modals

Should, Ought to

Expressions of Faultlessness

???

Figure 3: Expressions on the left are duals of expressions on the right. Arrows indicate entailment.

options and the faultless options is useful. To say that φ is permitted leaves open the possibility
that φ is suboptimal, whereas saying that φ is faultless precludes this option. Given the central-
ity of normative appraisals to our daily life, it seems reasonable to expect some natural language
expressions to convey this distinction.

2.2 Options for a Deontological Approach to Justi�cation

If justi�ed is a deontic expression, what sort of deontic expression is it? Four options present
themselves, corresponding to the four boxes in Figure 3.

According to the ‘Permissive View,’ justi�ed belongs in the upper-left box. On this view, a
sentence such as (1) (‘Given the refugee crisis, the UN is justi�ed in intervening’) is analyzed as
saying that the UN is permitted to intervene. Similarly, (2) (‘Poirot is justi�ed in believing the
butler did it’) is analyzed as saying that Poirot is permitted to believe the butler did it.15

According to what we can call the ‘Weak Obligatory View,’ justi�ed belongs in the lower-right
box: to say that someone is justi�ed in φ-ing is to say that they should [/ought to] φ. And the
‘Strong Obligatory View’ places justi�ed in the upper-right: it takes justi�ed to be equivalent to a
strong necessity modal. (For the sake of convenience, I’ll occasionally refer to the disjunction of
the Weak and Strong Obligatory Views as the ‘Obligatory View.’)

A fourth and �nal option holds that justi�ed lives in the lower-left. According to the ‘Fault-
lessness View,’ (1) says that it’s not the case that the UN should [/ought] not intervene. Similarly,
(2) says that it’s not the case that Poirot epistemically should [/ought] not believe the butler did it.

I think it’s safe to say that the Faultlessness View has been largely ignored as an alternative
to the Permissive View.16 And it’s easy to see why. In both epistemology and ethics, philosophers

15It’s a bit hard to �nd explicit endorsements of the Permissive View. However, see Goldman (1986): 60-61; Steup
(2000); and Kroedel (2012, 2013a,b) for sympathetic discussions. Even when it isn’t explicitly endorsed, I think the
Permissive View is frequently assumed; certainly many epistemologists appear to use the expressions epistemically
justi�ed and epistemically permitted interchangeably.

16A number of philosophers have discussed versions of what I’ve been calling the Faultlessness View. (See Ginet
(1975); Moser (1989); Alston (1988); Steup (2012). Perhaps the earliest endorsement of a view along these lines is
Chisholm (1956a,b), though Chisholm couches the view in terms of what’s acceptable rather than what’s justi�ed.)
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usually fail to distinguish between strong and weak necessity modals. And if someone were assim-
ilating should to must, they’d think that the Faultlessness View is just a complicated formulation
of the Permissive View: they’d think it’s just a way of saying that justi�ed is the dual of must.

But once we distinguish should from must, we see that the two views are distinct. Both agree
that being permitted to φ is a necessary condition on being justi�ed in φ-ing. But the Permis-
sive View doesn’t rule out the possibility that one can be justi�ed in φ-ing even though φ-ing is
suboptimal. The Faultlessness View, by contrast, does.

Having laid out the options, I now turn to evaluating them. I start (§3) by arguing that justi�ed
is not an obligatory notion: if justi�ed is a deontic notion, it resides somewhere on the lefthand
side of Figure 3. I go on (§4) to consider which of the lefthand boxes is its most likely home:
does it express permission or faultlessness? This section is somewhat more tentative, because the
di�erence between permission and faultlessness is quite subtle, and it is di�cult to devise tests for
determining which of the two notions a given lexical item expresses. However, I o�er a diagnostic
that—I contend—provides some reason to think that justi�ed expresses faultlessness rather than
mere permission. I conclude that the Faultlessness View may well be the most attractive version
of a deontological approach to justi�cation.

3 Trouble for the Obligatory View

In this section, I present three concerns for the Obligatory View: it’s incapable of explaining the
entailments of justi�ed under negation (§3.1); it rules out certain seemingly coherent epistemolog-
ical positions by semantic �at (§3.2); and it prevents us from appealing to an attractive solution to
the Lottery Paradox recently defended by Kroedel (2012) (§3.3).

3.1 Isn’t Justi�ed

Intuitively, (13a) entails (13b):

(13) a. S isn’t justi�ed in φ-ing. ⇒
b. S should not φ.

This appears to hold for both moral and epistemic uses of justi�ed. For example, if I tell you
that the UN isn’t (morally) justi�ed in intervening, it would be natural to regard me as committed
to the claim that the UN (morally) should not intervene. Similarly, if I tell you that Poirot isn’t
(epistemically) justi�ed in believing the butler did it, I seem to commit myself to the claim that
Poirot (epistemically) should not believe the butler did it.

But the Obligatory View doesn’t predict this entailment. After all, the inference from (14a) to
(14b) is invalid:

(14) a. ¬(S should [/must] φ). 6⇒
b. S should [/must] ¬φ.

However, none of these authors explicitly distinguishes weak from strong necessity modals; hence none of these authors
distinguishes this view from the Permissive View. Indeed, some clearly con�ate the two—see e.g. Moser (1989): p.35,
Steup (2012).
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For example, it’s not the case that I should eat Corn�akes for breakfast; eating Raisin Bran would
be just as good. But it doesn’t follow that I shouldn’t eat Corn�akes for breakfast. More generally,
whenever S φs in some but not all of the optimal worlds, (14a) will be true, but (14b) will be false.

By contrast, both the Permissive and the Faultlessness Views capture this inference. According
to the Permissive View, (13a) is equivalent to:

(15) ¬(S is permitted to φ).

By Permission-Strong Necessity Duality, (15) is equivalent to:

(16) S must not φ.

Since ‘Must not φ’ entails ‘Should not φ’, (16) in turn entails (13b).
According to the Faultlessness View, (13a) is equivalent to:

(17) ¬(¬(S should not φ)).

By double negation elimination, (17) simpli�es to (13b).
To sum up: the entailment patterns of justi�ed under negation support the hypothesis that

justi�ed is an existential quanti�er over worlds, rather than a universal quanti�er.17

3.2 Multiple Options and Dilemmas

Suppose that you have $10 to donate to charity. Once again, let us suppose that your options are
GiveDirectly or AMF, and that both charities are equally good. In this case, (18) seems true:

(18) You’re (morally) justi�ed in donating to GiveDirectly and you’re (morally) justi�ed in do-
nating to AMF.

If either the Weak or the Stong Obligatory View is right, then we can conclude:

(19) You should donate to GiveDirectly and you should donate to AMF.

But this seems wrong. Intuitively, you should give to either GiveDirectly or AMF, but it’s not true
that you should give to each.

The point can be stated in more general terms. Say that S has multiple options i� there are
mutually incompatible courses of actions that S is ex ante morally justi�ed in pursuing. If the
Obligatory View is correct, every case of multiple options is a genuine moral dilemma. But this
seems wrong. After all, when you’re in a genuine dilemma, there’s no way for you to discharge
all of your obligations; whatever you do, you’re guaranteed to do something suboptimal. Cases of
multiple options don’t seem like this: just because you have multiple options available to you, it
doesn’t follow that you’re guaranteed to do something suboptimal.

The same issue arises in the epistemic domain. Say that S has multiple doxastic options vis-à-
vis p i� there are mutually incompatible attitudes towards p that are ex ante (i.e., propositionally)

17While both the Permissive View and the Faultlessness View validate the inference from from (13a) to (13b), the
Faultlessness View is the logically strongest semantics for justi�ed that does so. To see this, note that on the Faultlessness
View, (13a) is just equivalent to (17), which is in turn equivalent to (13b). Since negation reverses logical strength, any
stronger semantics for justi�ed would entail that (13a) is weaker than (17), and hence weaker than (13b).
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justi�ed for S. If the Obligatory View is correct, every case of multiple options is a genuine epistemic
dilemma—the epistemic analogue of a genuine moral dilemma.18

Of course, it is somewhat controversial whether cases of multiple doxastic options ever arise.
But at least some epistemologists have thought they do.19 Imagine a hypothetical epistemologist—
call her H—who tries to motivate the existence of such cases with the following example:

Election: Shelly has carefully reviewed a number of polls regarding the upcoming Senate race.
While there’s no clear consensus, most of the polls indicate that the Democrat has an advantage
over the Republican.

‘Clearly,’ H reasons, ‘Shelly’s justi�ed in being fairly con�dent that the Democrat will win. But
how con�dent, exactly? Is there a unique credence that she’s justi�ed in adopting towards this
proposition? This seems implausible. It seems to me that Shelly’s justi�ed in adopting any of a
range of credences in the hypothesis that the Democrat will win.’20

H is thus led to a�rm:

(20) Shelly is justi�ed in having .75 credence that the Democrat will win, and Shelly is justi�ed
in having .74 credence that the Democrat will win.

Now if either the Weak or the Strong Obligatory View is correct, (20) entails:

(21) Shelly should have .75 credence that the Democrat will win, and Shelly should have .74
credence that the Democrat will win.

But this would presumably come as a surprise to H. If asked, it would be natural for H to say that
Shelly should have .75 credence or .74 credence, but it’s not true that she should have both. On H’s
view, Shelly’s evidence simply doesn’t determine a unique credence that she should take towards
the hypothesis that the Democrat will win.

For the purposes of this paper, I don’t want to take a stand on whether H’s position on Election
is correct. However, it does seem that H’s position is at least coherent. If H is in error, it’s because
she’s made a substantive epistemological mistake. H need not be logically misguided, or confused
about the meanings of her terms. And so our semantics for justi�ed shouldn’t make (20) entail
(21), any more than it should make (18) entail (19).

Both the Faultlessness View and the Permissive View avoid the unwelcome consequence that
every case of multiple options is a genuine dilemma. Consider an instance of the schema:

(22) S is justi�ed in φ-ing & S is justi�ed in ψ-ing.

According to the Permissive View, this is analyzed as:

(23) S permitted to φ & S is permitted to ψ.
18Pryor (2012) calls such cases, ‘epistemic tragedies.’
19For relevant discussion, see White (2005); Feldman (2007); Matheson (2011); Ballantyne and Co�man (2011, 2012);

Kelly (2013); Meacham (2013); Horowitz (2014); Schoen�eld (2014). (Note that while some epistemologists in this debate
use justi�cation talk, others formulate the question in terms of rational permission.)

20This is an intra-subject version of an example from Kelly (2013).
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In terms of the Optimality Interpretation, this amounts to saying that there’s an acceptable world
where S φs, and there’s also an acceptable world where S ψs.

According to the Faultlessness View, (22) is analyzed as:

(24) ¬(S should not φ) & ¬(S should not ψ).

Given the Optimality Interpretation, this amounts to saying that there’s an optimal world where
S φs, and there’s also an optimal world where S ψs.

Clearly, neither (23) nor (24) entails:

(25) S should φ & S should ψ.

Thus an analysis of justi�ed as an existential quantifer over worlds provides a more plausible
treatment of multiple options than the Obligatory View.

3.3 The Obligatory View and the Lottery Paradox

A �nal di�culty for the Obligatory View comes from the Lottery Paradox. The Lottery Paradox
arises from considering a lottery containing n tickets (Kyburg 1961). It seems a subject S can be
justi�ed in believing that ticket 1 will lose. On the same grounds, S can be justi�ed in believing
ticket 2 will lose. Etc. So it seems that (26) is true:

(26) For each ticket, S is justi�ed in believing it will lose.

Many are also attracted to a multi-premise closure principle for justi�cation, for instance:

MPC: If S is justi�ed in believing p1-pn, and p1-pn obviously entail pz , then S is justi�ed in
believing pz .

From (26) and MPC it seems we can infer:

(27) S is justi�ed in believing that all the tickets will lose.

But (27) is surely false.
By now, a number of solutions to the Lottery Paradox have been o�ered in the literature. Most

can be divided into two camps: justi�cation-deniers and closure-deniers. The �rst camp rejects (26),
insisting that S isn’t justi�ed in believing that, say, ticket 1 will lose.21 The second camp rejects
MPC.22 Both camps strike many as unsatisfactory, since both abandon one of the intuitions that
generated the paradox in the �rst place. Recently, Kroedel (2012) has proposed a more satisfactory
solution—a solution that enables us to preserve both a reading of (26) and a version of MPC.

Kroedel’s solution relies on the Permissive View. Given the Permissive View, (26) is equivalent
to (28):

(28) For each ticket, S is (epistemically) permitted to believe it will lose.

Kroedel argues that (28) is ambiguous between a narrow and a wide scope reading:
21See e.g. Nelkin (2000); Sutton (2005, 2007); Littlejohn (2012b).
22See e.g. Kyburg (1961); Hill and Schechter (2007).
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(28) a. S is permitted to believe ticket 1 will lose; & S is permitted to believe ticket 2 will lose;...
& S is permitted believe ticket n will lose. narrow

b. S is permitted to [believe ticket 1 will lose; & believe ticket 2 will lose... & believe ticket
n will lose]. wide

As Kroedel observes, the narrow scope reading doesn’t entail the wide scope reading, since
permissions do not agglomerate. That is to say, the following inference pattern is invalid:

Permitted φ
Permitted ψ

Therefore:
Permitted (φ & ψ)

To see that permissions don’t agglomerate, imagine a child who’s allowed to pick out any particular
toy in the store, but isn’t permitted to choose all of them together.

Kroedel’s solution is to insist that (28) is true on the narrow scope reading [(28a)], but false on
the wide scope reading [(28b)]. What’s more, we can only get to the paradoxical conclusion via
closure if we help ourselves to the wide scope reading. After all, given the Permissive View, it’s
natural to construe MPC as follows:

Permissive MPC: If S is permitted to [believe p1 & believe p2... & believe pn], and p1-pn
obviously entail pz , then S is permitted to believe pz .

And the paradoxical conclusion (27) amounts to:

(29) S is permitted to believe that all the tickets will lose.

which can’t be derived via Permissive MPC from the narrow scope reading.
It’s not obvious that this solution is problem-free.23 And of course it’s not the only solution to

the Lottery Paradox on o�er. But I do think it has considerable appeal: preserving both a reading
of (26) and a version of MPC is no small feat.24 Ceteris paribus, it would be nice if our semantics
for justi�ed did not rule out Kroedel’s solution.

But if we accept the Obligatory View, Kroedel’s solution doesn’t work. (In what follows, I’ll
make this point using the Weak Obligatory View, but everything I say carries over straightfor-
wardly to the Strong Obligatory View.) If the Weak Obligatory View is correct, (26) is equivalent
to (30):

23See Littlejohn (2012b, 2013) for reservations. For responses to Littlejohn, see Kroedel (2013a,b).
24Our preservation of MPC is made possible by the way we formulated MPC within a permissive framework. Suppose

instead we had formulated MPC as follows:

Permissive MPC*: If ([S is permitted to believe p1] & [S is permitted to believe p2] ... & [S is permitted to believe
pn]), and p1-pn obviously entail pz , then S is permitted to believe pz .

Clearly, the view that permissions don’t agglomerate is inconsistent with this way of understanding MPC. (Presumably,
those who maintain that a denial of the agglomeration of rational belief entails a denial of MPC (e.g., Williamson 2014)
have something like Permissive MPC* in mind.) But even though Kroedel’s solution is not consistent with every way
of formulating MPC, it is still compatible with one fairly natural formulation. In my eyes, this remains an important
advantage.
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(30) For each ticket, S (epistemically) should believe it will lose.

Now perhaps (30) is ambiguous between a narrow and a wide scope reading:

(30) a. S should believe ticket 1 will lose, & S should believe ticket 2 will lose,... & S should
believe ticket n will lose. narrow

b. S should [believe ticket 1 will lose, & believe ticket 2 will lose,... & believe ticket n will
lose]. wide

However, in this case it’s plausible that the narrow scope reading does entail the wide scope
reading. After all, it’s commonly thought that necessity modals agglomerate (unlike permissions).
That is, the following inference pattern is valid:

Should φ
Should ψ

Therefore:
Should (φ & ψ)

This seems plausible. If I tell a child, ‘You should eat the broccoli; and you should eat the risotto,’
it seems I’ve committed myself to the claim that the child should eat the broccoli and the risotto.25

If should agglomerates, then even if (30) is ambiguous between a narrow and a wide scope
reading, this ambiguity won’t help solve the puzzle, since we’ll still be stuck with the wide scope
reading [(30b)]. And from the wide scope reading it seems we can use MPC to derive the paradox-
ical conclusion. After all, given the Weak Necessity View, MPC amounts to:

Obligatory MPC: If S should [believe p1 & believe p2... & believe pn], and p1-pn obviously
entail pz , then S should believe pz .

And the paradoxical conclusion amounts to (31):

(31) S should believe all the tickets will lose.

By contrast, the Faultlessness View is compatible with the spirit (albeit not the letter) of Kroedel’s
solution. On the Faultlessness View, (26) (‘For each ticket, S is justi�ed in believing it will lose’) is
equivalent to (32):

(32) For each ticket, ¬(S shouldn’t believe it will lose).

Next, we claim that (32) contains a scope ambiguity:

(32) a. ¬(S should not believe ticket 1 will lose); &¬(S should not believe ticket 2 will lose);...
& ¬(S should not believe ticket n will lose). narrow

b. ¬(S should not [believe ticket 1 will lose; & believe ticket 2 will lose;... & believe ticket
n will lose]). wide

25Note that any view on which necessity modals are universal quanti�ers over a set of worlds will predict that
necessity modals agglomerate. If all the worlds in a certain domain D are φ-worlds, and all the worlds in D are ψ-
worlds, then it follows that all the worlds in D are φ & ψ-worlds.
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The narrow scope reading doesn’t entail the wide scope reading, because faultlessness doesn’t
agglomerate. That is to say, the following inference pattern is invalid:

¬(Should not φ)
¬(Should not ψ)

Therefore:
¬(Should not (φ & ψ))

To see this, recall the child who is free to pick out any toy in the toy store. For any toy t, ¬(the
child shouldn’t pick out t). However, it could still be the case that the child shouldn’t pick out all
of the toys.26

Thus the Faultlessness View allows us to preserve the basic idea behind Kroedel’s solution: we
say (32) is true on the narrow scope reading [(32a)], but false on the wide scope reading [(32b)].
But the wide scope reading is required to get to the paradoxical conclusion that S is justi�ed in
believing that all the tickets will lose. After all, given the Faultlessness View, it’s natural to �esh
out MPC as follows:

FaultlessMPC: If ¬(S should not [believe p1 & believe p2... & believe pn]), and p1-pn obviously
entail pz , then ¬(S should not believe pz).

And the paradoxical conclusion boils down to:

(33) ¬(S should not believe all the tickets will lose).

which we can’t derive from the narrow scope reading [(32a)] and Faultless MPC.

3.4 Taking Stock

I think these considerations give us reason to be dissatis�ed with the Obligatory View. It would
be nice to have an analysis of justi�cation that (i) explains why is not justi�ed entails should not,
(ii) avoids the result that every case of multiple options is a genuine dilemma, (iii) doesn’t rule out
Kroedel’s solution to Lottery Paradox. Taken together, these consideration motivate thinking that
if justi�ed is a deontic notion, it resides somewhere on the lefthand side of Figure 3: it expresses
either permission or faultlessness.

4 Permission vs. Faultlessness

In this section, I tackle the question of whether justi�ed more plausibly expresses permission or
faultlessness. This is uncharted territory: as noted in §2, the distinction between permission and
faultlessness has been overlooked in the literature; consequently there are no accepted diagnostics
for determining which of these two notions a particular lexical item expresses. In what follows, I
start by proposing a diagnostic for teasing the two apart (§4.1). Next, I argue that this diagnostic
provides at least some reason to classify justi�ed as an expression of faultlessness rather than
permission (§4.2). I go on to respond to some natural objections (§4.3).

26If we follow the Optimality Interpretation in taking expressions of faultlessness to be existential quanti�ers over
the optimal worlds in the modal base, it becomes clear why faultlessness doesn’t agglomerate. Just because there’s a
φ-world in domain D and a ψ-world in D, it doesn’t follow that there’s a world in D where both φ and ψ obtain.
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4.1 A Diagnostic

Recall that (i) weak necessity modals don’t entail strong necessity modals, (ii) expressions of per-
mission are the duals of strong necessity modals. Thus it should be coherent to conjoin a claim
that one is permitted to φ (according to some normative standard N ), even though one should
ψ (according to N ), where φ and ψ are incompatible. And indeed, the Optimality Interpretation
explains why this would be so: to say φ is permissible is to say that φ obtains in at least one of
the acceptable worlds in the modal base; to say ψ should be the case is to say that ψ obtains in all
of the optimal worlds in the modal base. Since a world can be acceptable without being optimal,
such a state of a�airs is perfectly possible.

If we test this prediction, we �nd it borne out. Consider again our ethicist who thinks that you
must give at least 5% of your income to charity, but that it would be best to give upwards of 10%.
We’d naturally expect our ethicist to say things like the following:

(34) You’re permitted to give only 5% of your income to charity, but you should give more.

This assertion seems perfectly coherent.
Here’s another example, drawn from Harman (2016):

Feedback Quandary: Amanda is a philosophy professor who has a two-year-old daughter.
It is 11pm. Amanda receives an email from her undergraduate student Joe, with a third draft
of a paper that’s due tomorrow at noon. She has already commented on the �rst two drafts.
Joe is struggling in the class, but she can tell he is on the verge of some kind of breakthrough.
If Joe fails the class, he will lose his scholarship and have to drop out of school. It would take
half an hour to read the draft and write the comments, and Amanda is tired. Her daughter
will wake up early. Amanda realizes that she is not morally obligated to spend the thirty
minutes to give Joe comments, but nevertheless she deliberates about whether to do it. Upon
re�ection, Amanda thinks, ‘I should do it!’ (Harman 2016: 369)

Harman o�ers the following verdict about this case:

(35) Amanda should give Joe comments, but it would be permissible not to.27

This judgment also strikes me as perfectly coherent.
A similar phenomenon arises with epistemic modals. Suppose Ted left work over an hour ago.

In all likelihood, he’s gotten home, but it’s possible he’s mired in tra�c. Then we can say:

(36) Ted might [/may] still be on the road, but he should be home by now.

Again, perfectly coherent.28

By contrast, ifφ andψ are incompatible, it should be incoherent to say thatφ should be the case,
but that ψ is faultless. Certainly this is true if we accept the Optimality Interpretation: according
to the Optimality Interpretation, ψ is faultless i� ψ obtains in at least one of the optimal worlds in
the modal base, which is inconsistent with φ obtaining in all of the optimal worlds in the modal
base.

27Harman (2016) calls cases along these lines, ‘morally permissible mistakes.’
28Here I assume that weak necessity modals can be used to express weak epistemic necessity. For reservations, see

Yalcin (2016).
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This suggests the following diagnostic:

Faultlessness Diagnostic: Let φ and ψ be inconsistent states of a�airs, and let E be some
expression of either faultlessness or permission. If sentences of the form:

E (φ), but should (ψ)

are judged incoherent, this is evidence that E expresses faultlessness rather than permission.

4.2 Applying the Diagnostic

To apply our diagnostic to justi�ed, ask yourself whether instances of (37) sound coherent:

(37) S is justi�ed in believing p, but S (epistemically) should suspend judgment on p.

Intuitions may vary, but to my ears—and to the ears of many that I’ve informally polled—such
sentences sound bizarre:

(38) ?? Kwame is justi�ed in believing it will rain, but Kwame should suspend judgment on
whether it will rain.

(39) ?? Kendra is justi�ed in believing the restaurant is open, but Kendra should suspend judg-
ment about whether the restaurant is open.

It seems to me that these sentences are only coherent if the modal is taken to express something
other than an epistemic evaluation. (For instance, suppose that Kwame will be richly rewarded
if he doesn’t believe it will rain. Then there’s a coherent reading of (38) on which the second
conjunct says that, in view of Kwame’s desires/interests, he should suspend judgment.) As long
as we stipulate that the modal is being used to make an epistemic appraisal, it seems that each of
these sentences is incoherent.

This doesn’t seem to hinge on any special feature of epistemic (as opposed to moral) justi�-
cation. Arguably, the moral counterparts of (37) are similarly odd. For example, consider what
happens when we replace permitted in (34) with justi�ed:

(40) ?? You’re justi�ed in giving only 5% of your income to charity, but you should give more.

Intuitions here are rather subtle, and may not be uniform across speakers. But to my ears, (40)
sounds odd—more odd, at any rate, than the original sentence [(34)] which spoke explicitly of
permission. For those who share my intuitions, this suggests that justi�ed expresses faultlessness
rather than mere permission.29

There are, of course, various ways one might try to resist my argument. In what follows,
I consider three natural objections. The �rst is an objection to my diagnostic; the second, an
objection to my application of the diagnostic to justi�ed; the third, a more general objection to the
Faultlessness View.

29Note that this data also count against Fantl and McGrath’s view that justi�cation ascriptions are ambiguous between
permissive and obligatory readings (2009: 89). If justi�cation ascriptions had permissive readings, we’d expect some
instances of (37) to have readings on which they’re coherent.
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4.3 Objections

First Objection: The coherence of (34)-(35) doesn’t prove that it’s coherent to say that φ is permitted
(relative to some normative standard N ) even though ψ should be the case (relative to N ), where
φ and ψ are incompatible. After all, the coherence of these utterances could be due to tacit mid-
utterance shifts in normative standards. According to what we can call the ‘Standard-Shifting
Diagnosis,’ when we evaluate the �rst conjunct of (34) (‘You’re permitted to give only 5% of your
income to charity’) we use a particular normative standard—one that’s not very demanding. When
we evaluate the second conjunct (‘You should give more’) we switch to a more demanding standard.
And similarly, mutatis mutandis, for (35).

Reply: While natural, I don’t think this objection stands up to scrutiny. To begin with, our objector
misunderstands the role that the coherence of (34) and (35) played in the argument. The coherence
of these sentences wasn’t intended to prove that it’s coherent to say that φ is permitted (relative
to N ) even though ψ should be the case (according to N ), for incompatible φ and ψ. Rather, we
had independent reason to think this was coherent—namely, the fact that weak necessity modals
don’t entail strong necessity modals, and the fact that expressions of permission are the duals of
strong necessity modals. The coherence of (34)-(35) served to con�rm this prediction.

Second, it seems natural to take the speakers of (34) and (35) to be speaking from the perspec-
tive of ultima tanto morality. That is, there’s a natural interpretation of (34) and (35) according to
which the normative standard used to evaluate both conjuncts of each utterance is the total bal-
ance of moral considerations. Moreover, we can add an in view of -phrase to make this normative
standard explicit:

(41) In view of all the moral considerations, you’re permitted to give only 5% of your income to
charity. But, again in view of all of the moral considerations, you should give more.

(42) In view of all the moral considerations, Amanda should give Joe comments. But, again in
view of all of the moral considerations, it would be permissible not to.30

While rather stilted, these utterances remain coherent, contrary to what the standard-shifting
diagnosis predicts.

Finally, the standard-shifting diagnosis is incapable of explaining why (34) and (35) sound
signi�cantly worse when we replace the weak necessity modals with strong necessity modals:

(43) # You’re permitted to give only 5% of your income to charity, but you must give more.
(44) # Amanda must give Joe comments, but it would permissible not to.

If the coherence of (34)-(35) was due to mid-utterance shifts in normative standards, why can’t
mid-utterance shifts in normative standards render (43)-(44) similarly coherent?31

Second Objection: Not all instances of (37) (‘S is justi�ed in believing p, but S (epistemically) should
suspend judgment on p’) are incoherent. Consider a case of a justi�ed false belief: Kendra has just
checked the restaurant’s hours online and consequently believes the restaurant is open; Claire is
aware of this fact, but also knows that the restaurant burned to the ground moments ago. It seems
Claire can felicitously say:

30See Kratzer (1977) for discussion of the interactions between in view of -phrases and modals.
31The standard-shifting diagnosis is similarly ill-equipped to explain why (40) sounds worse than (34).
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(45) Kendra is justi�ed in believing the restaurant is open, but Kendra should suspend judgment
on whether the restaurant is open (since it isn’t).

Reply: One rather radical response to this objection is to reject the possibility of justi�ed false
beliefs—a move that some epistemologists have advocated on independent grounds.32 However,
it is unclear whether defenders of the Faultlessness View should wed themselves to such a con-
troversial position. Luckily, they also have a less iconoclastic response at their disposal. The less
radical response is to distinguish between di�erent epistemic norms. On the one hand, there seems
to be some sense in which belief is governed by a truth norm, according to which one ought only
believe p if p is true. Indeed, it seems that the second conjunct of (45) is invoking precisely this
norm. On the other hand, there also seems to be some sense in which belief is governed by an
evidence norm: one ought to believe p if p is well-supported by one’s evidence. From the point of
view of the evidence norm, Kendra should believe the restaurant is open. And so, from the point
of view of the evidence norm, falsity doesn’t preclude a belief from being epistemically optimal.

Once we distinguish between di�erent epistemic norms, it becomes clear that there is an im-
portant sense in which all of the deontological approaches to justi�cation we’ve examined are
underspeci�ed. All the versions of the deontological approach we’ve considered analyze justi�ed
in terms of quanti�cation over worlds ranked by some norm. In the case of epistemic uses of jus-
ti�ed, the norm in question will be epistemic. But, as the foregoing paragraph reveals, di�erent
epistemic norms can induce di�erent epistemic rankings over worlds. The question then arises:
which epistemic norm determines the ranking relevant for epistemic justi�cation? Is it the truth
norm, the evidence norm, or something else altogether?

It’s widely held that epistemic justi�cation has an intimate connection with evidential support.
In many quarters, the dictum that a belief is justi�ed if it’s supported by the evidence is regarded
as a platitude. This suggests that if we’re going to analyze epistemic uses of justi�ed in terms
of quanti�cation over worlds as ranked by some epistemic norm, it’s plausible that the norm in
question is the evidence norm (or something similar). At any rate, it certainly doesn’t seem that
the relevant ranking is provided entirely by the truth norm. Surely the justi�catory status of a
belief isn’t simply a matter of that belief’s truth or falsity!33

To test the suggestion that epistemic uses of justi�ed are sensitive to an evidential ranking
(that is, a ranking induced by the evidence norm), we can consider a variant of (45) that explicitly
restricts the modal in the second conjunct (‘Kendra should suspend judgment’) to the evidence
norm. We can do this by adding an in view of -phrase in front of the modal, as in the following
discourse:

(46) a. Kendra is justi�ed in believing the restaurant is open.
b. ?? But, in view of her evidence, Kendra should suspend judgment on whether the

restaurant is open (since it isn’t).

Again, intuitions may di�er across speakers, but to my ears—and those of many that I’ve
polled—(46) sounds incoherent. At the very least, it sounds worse than its in view of -phrase-
free counterpart [(45)]. Given the assumption that epistemic uses of justi�ed are sensitive to an

32See Sutton 2005, 2007; Littlejohn 2012.
33This isn’t to deny that we can induce a ranking over worlds using the truth norm—of course we can. Nor is it to

deny that such a ranking would be, in some perfectly legitimate sense, epistemic. The idea is rather that epistemic uses
of justi�ed are most plausibly sensitive to a distinct epistemic ranking, induced by a distinct epistemic norm.
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evidential ranking, the Faultlessness View explains why (46) sounds incoherent. After all, (46a)
will be analyzed as saying: ¬(Kendra shouldEN not believe the restaurant is open), where EN is
the normative standard provided by the evidence norm. And this is inconsistent with (46b), which
says that Kendra shouldEN suspend judgment.34

Third Objection: A more general objection to the Faultlessness View is that it stands in tension
with the idea that knowledge is the optimal epistemic state. It’s often maintained that if S knows
p, S’s belief that p is more epistemically valuable than any state that falls short of knowledge.
Conjoining this thesis with the Faultlessness View seems to entail that it’s impossible to have a
justi�ed belief that doesn’t amount to knowledge.35

Reply: The idea that knowledge is the optimal epistemic state is far from uncontroversial; one
strategy for defending the Faultlessness View would be to question this conception of the value
of knowledge. That said, I think our response to the second objection points the way to a more
conciliatory response—a way of reconciling the Faultlessness View with the idea that knowledge
is—in some sense—the optimal epistemic state.

We’ve already seen that there are di�erent epistemic norms, each of which can induce a dif-
ferent epistemic ranking over worlds. Presumably, those who hold that knowledge is the optimal
epistemic state endorse some version of a knowledge norm, according to which one ought only be-
lieve p if one knows p. From the perspective of the knowledge norm, a belief that fails to amount
to knowledge (either due to falsity or Gettierization) is epistemically inferior to a belief that does.
Just as proponents of the Faultlessness View will allow that we can rank worlds using the truth
norm while denying that epistemic uses of justi�ed are sensitive to this ranking, so they will allow
that we can rank worlds using the knowledge norm while denying that epistemic uses of justi�ed
are sensitive to this ranking.36

In case this response seems ad hoc, it’s worth emphasizing that we’ve already seen independent
motivation for thinking that if justi�ed quanti�es over worlds ranked by some epistemic norm, it’s
plausible that the epistemic norm in question is the evidence norm. As demonstrated by the oddity
of (46), it sounds incoherent to say that S is justi�ed in believing p, but, in view of S’s evidence, S
ought not believe p. If epistemic uses of justi�ed were sensitive to a ranking induced by some other
epistemic norm—say, the knowledge norm or the truth norm—it’s unclear how we would explain

34One might worry that by saying that epistemic uses of justi�ed are sensitive to an evidential ranking, I am incor-
porating a substantive epistemological commitment into the semantics of justi�ed. However, it should be noted that the
commitment in question is pretty minimal. In particular, our semantics takes no stand on how we should conceive of
evidence; it also takes no stand on what it is for a particular body of evidence to support a belief. What’s more, we can
provide a principled motivation for incorporating a connection between epistemic uses of justi�ed and the evidence
norm into our semantics: as we’ve seen, forging this connection enables us to explain incoherence of (46), which would
otherwise go unexplained.

For those who remain skeptical that epistemic uses of justi�ed are sensitive to an evidential ranking, I should stress
that my response to the Second Objection does not stand or fall with the idea. All my response requires is that epistemic
uses of justi�ed are sensitive to a ranking that doesn’t care about the truth-value of a belief. The evidence norm is just
one way of inducing such a ranking.

35Thanks to an anonymous referee for raising this objection.
36Presumably, the knowledge norm is not entirely independent of the evidence norm. After all, whether a belief

counts as knowledge depends, at least in part, on that belief’s degree of evidential support. And so the knowledge
ranking (that is, the ranking induced by the knowledge norm) will take into account all the factors that in�uence
evidential ranking. However, the knowledge ranking will also look at further factors—in particular, the truth-value of
the belief—that do not a�ect evidential ranking.
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this incoherence.37

5 Conclusion

In this paper, I explored the options for analyzing justi�ed in deontic terms. I urged that there’s an
important deontic status—faultlessness—that has been neglected by the literature, and I hypoth-
esized that justi�ed serves to express this status. In light of the di�culties facing other versions
of a deontological approach (§§3-4), we should (perhaps even must) give this hypothesis serious
consideration.

While my exploration has been focused on ascriptions of ex ante justi�cation, the analysis I’ve
proposed has broader implications. Most obviously, it has implications for other epistemic notions
that entail propositional justi�cation. Consider ascriptions of ex post justi�cation, such as:

(47) The UN’s intervention was justi�ed.
(48) Poirot has a justi�ed belief that the butler did it.

Suppose we adopt a natural conception of the relation between ex ante and ex post justi�cation,
according to which:

S’s φ-ing is ex post justi�ed i�:
(i) S φs via some method M .
(ii) S is ex ante justi�ed in φ-ing via M .38

Given the Faultlessness View, (ii) amounts to:

(ii′) ¬(S should not φ via M)

And so faultlessness will also play an important role in the analysis of ex post justi�cation.
Given the orthodox view that knowledge entails ex post (i.e., doxastic) justi�cation, knowl-

edge will entail faultlessness as well. While we can’t simply analyze knowledge as faultless belief
(knowledge is factive; it may also require truth-tracking), we can use epistemic faultlessness to
characterize one important dimension of knowledge.39

37An anonymous referee raised the question of whether the Faultlessness View rules out the possibility of epistemic
supererogation. As suggested in fn. 10, one way of understanding supererogation is in terms of the gap between
weak and strong necessity modals: it’s supererogatory (relative to some normative standard N ) for A to adopt doxastic
attitude D towards p i� A oughtN adopt D towards p, but it’s not the case that A mustN adopt D towards p. (In terms of
the Optimality Interpretation: A adopts D towards p in all of the N -optimal worlds, but there’s at least one N -acceptable
world where A doesn’t adopt D towards p.) Proponents of the Faultlessness View can happily allow for the possibility
of epistemic supererogation, thus understood.

38Many epistemologists endorse a conception of doxastic justi�cation along these lines, though it’s often formulated
in terms of believing p on the basis of reasons or grounds that propositionally justify believing p (e.g. Korcz 2000;
Kvanvig 2003; Conee and Feldman 2005). I formulate the account in terms of methods so as to side-step problems
involving agents whose beliefs are improperly based on good reasons. (For relevant discussion, see Turri 2010.)

39Note that at least some of the data we used to motivate the Faultlessness View can be replicated using ascriptions
of doxastic justi�cation and knowledge. To my ears, the following sound just as incoherent as (37):

?? S has a justi�ed belief that p, but S (epistemically) shouldn’t believe p.
?? S knows p, but S (epistemically) shouldn’t believe p.
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Of course, if justi�ed expresses faultlessness, it would be surprising if it’s the sole natural
language expression that does so. Admittedly, it’s not obvious what other expressions serve this
task. I conclude by mentioning two possibilities. One is that the expression right plays this role.
To my ears, the following sounds incoherent:

(49) ?? What you did was right, but you shouldn’t have done it.

This may suggest that right does not express mere permission. At the same time, it seems implau-
sible that right is equivalent to a weak necessity modal. After all, giving to GiveDirectly would be
right, but, as we saw earlier, it’s not the case that you ought to do this (since other charities are
equally e�ective). This is evidence that right expresses faultlessness.40

Other candidates for expressions of faultlessness include adjectives such as �awless, perfect,
and impeccable. Consider a director who o�ers an aspiring actor the following feedback:

(50) ?? Your performance was �awless [/perfect], but there are some ways in which it could be
improved.

The director’s comment strikes me as incoherent. This gives reason to think that expressions of
�awlessness should be understood in terms of faultlessness.

A �nal possibility worth mentioning is that some adjectives can combine with other expres-
sions to convey faultlessness. Consider the use of chance in:

(51) There’s a chance that Ted’s still on the road, but he should be home right now.

The coherence of (51) suggests that this use of chance is equivalent to an epistemic possibility
modal (e.g., may or might), and hence is the dual of a strong necessity epistemic modal. But now
consider what happens if we combine this expression with an adjective phrase such as very good:

(52) ?? There’s a very good chance that Ted’s on the road, but he should be home right now.

To my ears, (52) sounds very odd—much worse than (51). Perhaps then while unmodi�ed chance
talk typically conveys mere possibility, very good chance talk serves as the dual of a weak necessity
epistemic modal, and hence expresses faultlessness.

More research—especially, more cross-linguistic research—is called for in order to identify
which other expressions, if any, convey faultlessness.41

The view that doxastic justi�cation and knowledge ascriptions entail mere permissibility (rather than faultlessness) is
unable to explain this incoherence.

40And there may well be an etymological explanation for the fact that both right and justi�ed serve this function,
given justi�ed’s original meaning as made just or right.

41Special thanks to Andy Egan, Alvin Goldman, Simon Goldstein, Carlotta Pavese, Kat Przyjemski, Jonathan Scha�er,
Michael Sechman, Susanna Siegel, Paul Silva, Ernie Sosa, and an anonymous referee at Philosophical Studies for extensive
comments. My thanks also to David Black, Will Fleisher, Daniel Fogal, Georgi Gardiner, Mike Hicks, Ezra Keshet, Nico
Kirk-Giannini, Thomas Kroedel, Stephanie Leary, Martin Lin, Kurt Sylvan, and audiences at UC-Boulder, the University
of Edinburgh, the National University of Singapore, and the 2016 meeting of the Eastern APA for helpful feedback and
discussion.
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